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Abstract

This work presents the main results of the firsgiamgian Particle Tracking challenge, conductedhiwithe framework of
the European Union’s Horizon 2020 project HOMER I{str Optical Metrology for Aero-Elastic Researctgrant
agreement number 769237. The challenge, jointhamisgd by the research groups of DLR, ONERA and O&lft,
considered a synthetic experiment reproducing thielvounded flow in the wake of a cylinder whichsssamulated by LES.
The participants received the calibration imageabssats of particle images acquired by four vireaheras, and were asked
to produce as output the particles positions, vidscand accelerations (when possible) at a spetiffie instant. Four
different image acquisition strategies were addmssamely two-pulse (TP), four-pulse (FP) and tmeolved (TR)
acquisitions, each with varying tracer particleaamtrations (or number of particles per pixel, pje participants’ outputs
were analysed in terms of percentages of correetignstructed particles, missed particles, ghasicpes, correct tracks and
wrong tracks, as well as in terms of position, e&gloand acceleration errors, along with their ritigttions. The analysis of
the results showed that the best-performing algondt allow for a correct reconstruction of more ti@@96 of the tracer
particles with positional errors below 0.1 pixelee at ppp values exceeding 0.15, whereas otheritims are more prone
to the presence of ghost particles already forpPgd. While the velocity errors remained containgtthin a small percentage
of the bulk velocity, acceleration errors as laages0% of the actual acceleration magnitude werieved.

1 Introduction

Since the introduction of tomographic particle irraglocimetry (shortly tomo-Pl1V, Elsinga et al. 080 Scarano, 2012) for
volumetric flow velocity measurements, much resedras been conducted aiming at enhancing the nerasuat accuracy
and spatial resolution, as well as reducing the pdational cost of the image analysis. In the firsars of tomo-PIV
development, the three-dimensional distributiontrater particles in the measurement domain wa®peed via a voxel-
based reconstruction of their intensities, using MMWART approach (Herman and Lent 1976) or one ®feitolutions
(multiplicative first guess MFG, Worth and Nickels, 2008; multiplicative-line of sight MLOS-MART, Atkinson ahSoria,
2009; motion tracking enhancement MTE-MART, Novara et 2010, among others). The three-dimensional viidicld
was then evaluated via cross-correlation analySarano, 2012), similar to planar PIV. The sparsitythe particles
distribution in three-dimensional space has be@toéed to enhance the reconstruction accuracy if(plagnat et al., 2014)
as well as to increase the computational efficief@yrnic et al., 2015). For double-frame recordjr@srnic et al. (2020)
recently introduced the double-frame tomographi® RDF-TPTV) approach that first uses voxel gridital the possible
position of particle candidates and obtain a coarsélictor of their displacements via a correlatimalysis, and finally
determines the individual particles’ intensitiesl @axact positions via a global optimisation progedu

Wieneke (2013) proposed an iterative particle retoation (IPR) algorithm where the distributiontbé tracer particles in
the volumetric measurement domain is representad fthe beginning by three-dimensional positions iatehsity values
rather than by a voxel-based intensity distributibhe IPR algorithm requires detailed knowledgéehef spatially varying
optical transfer function (OTF) between the locasiin the physical domains and the cameras piwdligh is achieved via
the calibration and application of a non-uniformfOas introduced by Schanz et al. (2012). The IRRagzh was compared
with the conventional three-dimensional triangulafiMLOS, and MART, exhibiting higher performandkan the former
two approaches and similar performances to MARTauppp =0.05. Schanz et al. (2016) combined thatite particle
reconstruction from Wieneke (2013) with the temporfmrmation from time-resolved measurements tedjst the particles’
locations at successive time instants and corhedt positions by a local image matching (‘shakjreiep, which therefore
identifies particles’ tracks thus performing Laggam Particle Tracking (LPT). The approach, namieak8-The-Box (STB),
enables the evaluation of the velocity and Lagramgicceleration of individual tracer particlesightparticle image densities
exceeding 0.1 ppp. Comparison with the conventioogkelation-based tomo-PI1V processing showed highgformance of
the STB approach in terms of number of correcttpnstructed particles, accuracy of the reconstvactind suppression of
ghost particles (Kéhler et al., 2016). For highesp@ows, where time-resolved image recording teriunfeasible due to
hardware limitations, the applicability of the SEBproach has been recently extended via the conEépalti-Pulse STB
employing multiple systems (Novara et al., 2016aposures (Novara et al., 2019).
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Alternative solutions to the problem of particlesaonstruction and flow field evaluation have bessppsed over the years.
Yang et al. (2018) proposed modification to thealdhg” phase of the STB algorithm and resolvedapigmization with the
ensemble technique. This technique is further nattegl into the Kernelized Lagrangian Particle TiagKKLPT) approach
in Yang and Heitz (2021), in which a sampling-léagadetection strategy is adopted. A dataset daisgrian ensemble of
the possible state of one particle with their bpodjections is firstly sampled. Then a functioneiarned from this sampled
dataset that maps the image intensities to theigalysoordinates. Finally, the particle positiordistected by applying the
learned function to image recordings. To improve ithitialisation accuracy of STB and KLPT, Khojdstet al. (2021)
proposed using Lagrangian Coherent Structure (t€8heck if an initialised particle is locally cabat with its neighbour
coherent motions. Lasinger et al. (2018) introdugedpproach for particle reconstructions baseth@ioint minimisation
of an energy function accounting for the deviatimtween reconstructed particles and image recadisgvell as for the
sparsity of the particles in the three-dimensiamace. In the same work, the velocity field wadwatad using a variational
model that included physical information on thewflsuch as incompressibility and viscosity. Therapph was further
developed in Lasinger et al. (2019), where theetrparticles’ distribution and the velocity fielcere jointly reconstructed
via an integrated energy minimisation processhéltagrangian PIV approach proposed by Yang €2@lL9), an Eulerian
description of the velocity field is sought whiclinimises the positional difference between theiplertmage recordings at
time k and the back-projected particles reconstructenh fifee information at previous time instants.

From the discussion above, it emerges that thaiatiah of the three-dimensional flow fields fronrticde image recordings
is a topic of active research, and that differestarch groups have tackled this problem with idiffeapproaches. The aim
of the first LPT challenge, whose main resultssar@marised in this work, is to comparatively asfesslifferent approaches
in terms of the accuracy of the particles’ recardion and of their velocities and acceleratiorss thie use of a dedicated
synthetic database.

2 Dataset and test cases

2.1 Dataset description

This section provides a brief description of théadat employed in the LPT challenge. A more deatadescription of the
simulation parameters is reported in the commuiuinatf Leclaire et al. (2021), also presented @i 8PV 2021 symposium.
The synthetic experiment reproduces the turbuletitiounded flow in the wake of a cylinder, cons&tkrepresentative of
many turbulent flows where large fluctuations bisthhe velocity and the pressure take place. Wisettea simulation was
performed for an air flow in quasi-incompressibdaditions, scaling was conducted to transposetitawirtual experimental
context of water at bulk velocityy/= 0.667 m/s. The cylinder had a diameter D = @uQAnd was located at a gap distance
G = 0.01 m from the wall, where a turbulent bougdayer was present with thickness 60 mm the momentum thickness
Reynolds number 10 mm upstream of the cylinder Res= 4,150. According to literature (Wang and Tan &0@hese
conditions lead to vortex shedding in ground effélotis yielding large pressure fluctuations onw@dl. A sample of the
instantaneous flow field is shown in Figure 1. Twv region used for the LPT challenge has dimemsiof 0.1 m X
0.05 m x 0.03 m (AX x AY x AZ, being X, Y and Z the streamwise, spanwise aniitweamal directions respectively).
Such domain is centred in span, with its upstreare focated0.035 m downstream of the cylinder centre, and its bottom
face located at the wall.

Figure 1:Snapshot of the instantaneous flow field, illustgiso-surfaces of the Q-criterio colour-codedsbygamwise velocity u, and
contours of the static pressure.

Synthetic particle images were generated consigdaur virtual cameras with sensor size of 1920%1giXels and 1um

pitch, using pinhole projection. No Scheimpflug moage distortion were simulated. The cameras uietlhe measurement
domain mainly from above, and were located aloegittaxis at Y = 0 and height of about 600 mm akitweewall, at angles
of [-30, -10, 10, 30] degrees respectively. Bagethe simulated cameras’ locations and lensesl fengths (100 mm), each
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back-projected pixelpx) (defined with a value close to the average sizpixel back-projections through the volume)
corresponded to 6m in the object space. The particles were giveolggisperse intensity distributiothe particle images
were produced with a Gaussian% 0.6) point-spread function to model diffractiomited imaging. Thermal and shot noise
were also added to the images.

2.2 Test cases

Three different image acquisition strategies wers@ered, namely two-pulse (TP), four-pulse (FR)tame-resolved (TR).
The TP case consisted of only one image pair witle tseparatiomdt = 600 ps, corresponding to a maximum pixel
displacement of about 7 pixels in the camera imagethe FP case, the time separations betweefotinexposurests, t,

t3 of a sequence werelg, At, 2At] (again, withAt = 600us), with the first two exposures captured in thstfimage and the
last two exposures captured in the second imagellii for the TR case, sequences of 50 or 100 @magere considered
depending of the number of particles per pixelpjpwith time separation between two successivegaaafAt = 600ps.
The datasets were generated at ppp values of QX 0.05, 0.08, 0.12, 0.16r the TP and FP cases, and also of 0.2 ppp
for the TR case. The corresponding tracers’ comagohs was in the range between 0.043 particled/(ppp = 0.005) and
1.7 particles/mr(ppp = 0.2). Calibration data, namely list of badition points with their coordinates in the phgsidomain
and the projections in the four camera images, weoeided to the participants without any error.

In the TP case, the participants were asked toymeds output the positions of the tracer partiatébe time instants (Xo,

Yo, Zo) and t (X1, Y1, Z1), respectively. In the FP case, the requestedubatmsisted of the raw particles’ positions at the
four time instants, plus the three components efatsition (1, Ywm, Zu), velocity (Vx, Vv, Vz) and acceleration (4 Ay,

Az) at the intermediate time instan, = (¢t; + t,)/2. In the TR case, the participants needed to peothié raw particles’
positions (X, Y, Z) as well as the fitted positiop&i, Y+, Zit), the velocity (\4, Vy, Vz) and the acceleration (AAv, Az)

at time instant 40 for ppp 0.12 and 90 for ppp 0.16. The results could be submitted for any efttiree cases, analysing
the datasets from ppp = 0.005 to the maximum pppevaandled by the participants’ algorithms. Thiadats were publicly
released for download on March, 2020 fttps://w3.onera.fr/first_Ipt_and_da_challeng®articipants were then requested
to upload their processed results by July, 2020.

2.3 Data analysis
The data uploaded by the participants were analyisethe evaluation of the following parameter:

- Percentage aforrect particlesa reconstructed particle was defined as “corriéds location fell within 60 um ( or
1 px) from a true particle;

- Percentage dhlse particlegor ghost): a reconstructed particle was defiretfalse” (or ghost) if its distance from
a true particle exceeded 60 um (opi);

- Percentage ofalse negativegor missed particle): a true particle was congidemissed when no particle was
reconstructed within 60 pm (or Aix) from the former

- Percentage dforrect tracksa track was defined correct when composed bgoaitect particles

- Percentage ofrong tracksa track was defined wrong when at least onegantif the track was not correct (either
missed or ghost);

- Error of the particles’ position (for all casesglacity and acceleration (only for the FP and TResy, in terms of
the mean error magnitude, as well as error digiohuo detect the presence of any bias. It shbeldoted that the
errors were evaluated only for the correct paridleot for the ghost particles), as the differebetween the
reconstructed particle position, velocity or accatien and the actual values of the correspondimg particles.

3 Participant and approaches

A total number of six research groups participatethe LPT challenge, namely the Swiss Federaitltstof Technology in
Zurich (ETHZ), the German Aerospace Centre fronti@gén (DLR), the French National Research Ingtifat Agriculture,

Food & Environment (INRAE), the Kutateladze Inst#tof Thermophysics in Russia (I0T), the Frencho&pace Lab
(ONERA) and the German instrumentation company kavi GmbH. A summary of the participating groupsl dhe

algorithms used is reported in Table 1.

Table 1:List of cases of the LPT challenge, participants treir algorithms.

Case Participant ~ Algorithm Reference
DLR Multi-Pulse Shake-The-Box Novara et al. (2019)
ETHZ 3D Fluid Flow Estimation with Integrated Particled®nstruction Lasinger et al. (2019)
TP INRAE Lagrangian PIV Yang et al. (2019)
LaVision Multi-Pulse Shake-The-Box Novara et al. (2019)
ONERA Iterative Double Frame Tomographic PTV Cornic et al. (2020)
FP DLR Multi-Pulse Shake-The-Box Novara et al. (2019)
LaVision Multi-Pulse Shake-The-Box Novara et al. (2019)

TR DLR (Time-resolved) Shake-The-Box Schanz et al. (2016)
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INRAE Kernelized Lagrangian Particle Tracking Yang and Heitz (2021)
INRAE Lagrangian PIV Yang et al. (2019)
INRAE Lagrangian Coherent Track Initialization Khojasteh et al. (2021)
10T OpenLPT Tan et al. (2020)
LaVision (Time-resolved) Shake-The-Box Schanz et al. (2016)

3.1 Two-pulse test case

The following groups participated to the TP cas¢hef LPT challenge: DLR, ETHZ, INRAE, LaVision a@NERA. All
participants processed the data in the entireafgipp values from 0.005 to 0.16, with the excaptié ONERA and INRAE
that processed the data only up to ppp = 0.08 aldwrithms used are briefly summarised hereafter.

3.1.1 DLR: Multi-Pulse Shake-The-Box

The approach used by the DLR group is the mults@ Bhake-The-Box from Novara et al. (2019). Theregogh first

reconstructs the particles in three-dimensionatspéa the use of an advanced iterative partiadgenstruction (IPR) from
Jahn et al. (2021), based on Wieneke (2013). Taelisplacement predictor is obtained via the appibo of the Particle
Space Correlation algorithm (PSC, Novara et al1,6B) between the reconstructed particles of theframes. For each
particle in the first frame IPR reconstructioneaixh radiud,, is established around the predicted location teegee two-

pulse track candidates. Possible ambiguities betwraek candidates are solved by selecting theidatelthat exhibits the
lowest value of a cost function, which accountstfar variation of the peak intensity along a trackl the difference with
respect to the predicted position. Two iteratioresgerformed, witld,, = 1 pixel and 10 pixels, respectively.

3.1.2 EHTZ: integrated particle reconstruction
The ETHZ group used a variational approach to lpiestimate the sparse 3D particle locations atré¢fierence time step
and the dense flow field on a regular grid. Pasticat the reference time step are triangulatedtitety, similar to IPR
(Wieneke, 2013). The individual iteration stepsaternated with the optimization of the energydiion:
E(P,c,u)s%ED(P,cu)Jz E(U+uxE(Q )
whereP, C and U represent the set of particles positions, theo$edarticles intensities, and the estimated floeldj
respectively. The data terng Benalizes deviations between predicted and obdémaeges by evaluating the 2D reprojection
error in all camera views for both time steps. fh@rsecond time step, the particles are displagebebestimated flow field
U. The smoothness terms 5 derived from the stationary Stokes equatiomsearforces a divergence-free flow field as well
as a quadratic regularization per component ofitive gradient. The sparsity termsfenforces sparsity of the reconstructed
particle set by suppressing low-intensity ghostiplass. For camera calibration, the polynomial cearreodel of Soloff et al.
(1997) (38 parameters) is fitted.
The output of this approach is a dense flow fieldaoregular grid. Particle locations for the sectinte step were, thus,
obtained from displacements interpolated from steveated flow field. For higher seeding densitiggy from 0.05 to 0.16)
a grid resolution of 200x100x60 was used, whilddarer seeding densities (0.005, 0.025), a coapseiof 167x84x50 was
employed. Further details on the algorithm are mggbin Lasinger et al. (2019).

3.1.3 INRAE LaPIV

The INRAE group processed the TP data with the &ragjan P1V algorithm (LaPIV) from Yang et al. (201%he algorithm
first builds the particle positions in object spdicen the first frame using an IPR-like method (W&&e, 2013). Then, the
best Eulerian velocity field is sought that miniggsa cost function accounting for the discrepanstyvéen the image
recording at the second time instant and the basjegted image using the optical transfer func@hF (Schanz et al.,
2012). The particle positions in the second frameeraconstructed by integrating the interpolateteEan velocity field,
thus finding a temporal link between the two frarmeaccordance with the flow. Finally, the partgjgositions at the second
frame are further optimised using one step of tkenklized LPT approach (KLPT, Yang et al., 2018juither increase
accuracy. For the two-pulse case, the algorithrapsrted to diverge for seeding concentrations béyipp = 0.08, because
it is unable to accurately reconstruct the iniatticles field due to the high seeding density.

3.1.4 LaVision: Two-pulse Shake-The-Box

Similarly to the DLR group, LaVision employed thedtpulse Shake-The-Box algorithm (Jahn et al., 20&fhich makes

use of an iterative combination of IPR and particdeking. With respect to DLR, LaVision used mderations, namely

from 8 to 20 depending on the ppp value. For pfpl2, an intermediate filtering of the trajectorks the use of a median
filter was also performed to remove spurious triajees.
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3.1.5 ONERA: Iterative double-frame tomographic PTV

The algorithm used by ONERA for processing the &Rads an improved version of the Double Frame Tgnagohic PTV
(DF-TPTV) algorithm from Cornic et al. (2020). THeF-TPTV approach involves three stages. Firstlytiglas
reconstruction is performed on a fine voxel grithva sparsity-based algorithm (Needell and Tropp92 for each time step.
Secondly, these reconstructions are expanded oaraar grid, on which 3D correlation is perform€tié¢ minet et al., 2014),
yielding a predictor displacement field that allotesefficiently match particles at the two timetansts. As these particles
are still located on a voxel grid, the final staghiaves particle position refinement to their attub-voxel position by a
global optimisation process, also accounting feirtitensities. Residual images are built basetherunmatched particles
the three stages of the DF-TPTV approach are tleeatéd on the residual images, using a predicttmated from the
previously optimised particles.

3.2 Four-pulse test case

Only DLR and LaVision processed the data of thed3P case, both using their implementations ofMiéti-Pulse Shake-
The-Box (MP-STB) algorithm from Novara et al. (201Similarly to the algorithm described in secti.1 for the TP case,
the approaches make use of advanced IPR (Jahn 202d) and IPR (Wieneke, 2013) and a displacemeadictor by
Particle Space Correlation (PSC, Novara et al.,6BD1As for the TP case, for each particle in thst fframe IPR
reconstruction, a search radidig is established around the predicted location teegie two-pulse track candidates. The
latter are then extrapolated backwards and forwandsan additional search radidsy) is adopted to identify four-pulse
track candidates. The cost function used to soibiguities between candidates accounts not onlyh@variation of the
particle peak intensity along the track and theéadise from the predicted position as in the TP ,casealso for the mean
acceleration magnitude. While DLR used 21 iteratiohthe MP-STB algorithm, LaVision used a numbigtayations from
10 to 100 depending on the ppp. Both groups maeleius second order polynomial regression on tbenstructed particles
positions to extract the position, velocity andedetation at the intermediate time instant (titme Additionally, LaVision
employed an intermediate spatial filtering of tfagectories via a median filter for ppp > 0.08@move spurious trajectories.
Also, for ppp> 0.12 LaVision applied a time-averagierence velocity field as a predictor for thi¢gidh reconstruction.

In addition to the data processed by DLR and LaVisa “Hacker” participant was also consideredpfeing the approach
of the 4" PIV challenge (Kéahler et al., 2016). Hacker udssl éxact particle positions at timgst, t,, andts, and fitted a
second order polynomial through the particles dfrack to determine the position, velocity and aeion at the
intermediate time instant. The comparison betwerrésults from Hacker and those from the othetigigants allows to
evaluate to which extent the errors on positiofpaity and acceleration are caused by errors irptrécles reconstruction
and due to the applied image noise, rather thahdyemporal resolution of the simulated experirment

3.3 Time-resolved test case

Four research groups processed the data of the@§iRdse, namely DLR, INRAE, IOT and LaVision. TNRRAE group
used three different algorithms (Kernelized LPTgtamgian PIV, and Lagrangian Coherency-based Tragkalisation),
which are explained in the reminder of this sectiaditionally, as for the FP case, a “Hacker” mapant made use of the
exact particle positions at three time instantstregharound the time instant of interest, and eateldl the velocity and
acceleration via a second order least-square poliaaegression and analytical time derivation. Thage of datasets
processed by each participant are summarised iie Pab

Table 2:Datasets (ppp cases) processed by the particifmarttee TR case.

0.005 | 0.025 | 0.050 | 0.080 | 0.120 | 0.160 | 0.200
DLR v v v v v v v
INRAE KLPT v v v v x x x
INRAE LaPIV x x x x v v v
INRAE LCTI v v v v x x x
10T v v v v v v v
LaVision v v v v v v v
Hacker v v v v v v v

3.3.1 DLR: Time-resolved Shake-The-Box

The DLR group processed the images of the TR csisg @ three-pass Shake-The-Box algorithm (Schialz, 2016). The
processing chain was optimised for the highestiagetkensity (0.2 ppp) and then applied to all otteses. For all seeding
densities, the final 25 images of the time seriesevprocessed (25-49 for pp®.12 75-99 for ppp> 0.16). The first five
images of the first pass used an extensive parécienstruction via an advanced IPR approach (8ahh, 2021 Wieneke,
2013). The allowed triangulation radius was gralguatreased from 0.4 to 1.0 pixels. After eachrigulation iteration, 16
sub-iterations of particle shaking using an imageamng scheme with analytic cost function (Jahal.e2021) were carried
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out. The tracks selection was based on a Wiertertype fit. Starting from the fifth time step, medictor for the
identification of new tracks was constructed frdra fiverage velocity from the six closest neighbmutracked particles,
with a search radius of 4.5 pixels. After the STBaessing, the raw particle positions were fitteihg the TrackFit approach
(Gesemann et al., 2016), which employs a systehbafubic-B-splines to yield a continuous and smdatiction for each
dimension of the track.

3.3.2 INRAE: KLPT, LaPIV and LCTI

The INRAE group made use of three algorithms. Teenklized LPT (KLPT) approach (Yang and Heitz, 202tializes
the tracer particle distribution in physical spaizthe IPR method (Wieneke, 2013). Then, KLPT daslagsampling strategy
that firstly forecasts a cloud of one particle’sgible position at tim& from the particle’s sampled history up to tifkael,
followed by projecting the ensemble prediction image space using the OTF. Successively, a fumati@pping the image
pixel intensities to the particles’ 3D coordinaitetearned by minimizing a regularized empiricakriThis risk measures the
discrepancy between the sample-predicted positibmeak and the mapping function output value taking tmsled image
projection as input. Finally, the learned functisrapplied to the image recording at tikn& yield the best flow variable.
Such optimisation problem is solved using kernethods (Hofmann et al., 2008). The raw particlesitims were then
regularised using a spline method. The velocityaswleration were computed via analytical derbrath time of the spline
curves. For track lengths smaller than five samplesfinite difference method was used insteatti@&pline regularisation.
At the highest seeding densities (pp®.12), the images were processed also with thealoagan PIV approach (LaPlV,
Yang et al., 2019), which has been described ajrgmsglection 3.1.3 for the image analysis of thecaPbe.

Finally, the Lagrangian Coherent Tracks Initialisat(LCTI) approach from Khojasteh et al. (2021 )svedso employed. The
method initialises new tracks at every iterationhaf STB or KLPT processing based on the local &agian information of
the particles. In particular, the concept of thaitéiTime Lyapunov Exponent (FTLE, Ott, 2002) igpkmted locally to
identify LCS ridges (e.g. boundaries) in the flaeld, and ensure that the newly-added and the eredviost tracks are
coherent with the neighbouring existing tracks.

3.3.3 I0T: Open-LPT

The IOT group processed the TR data via the STBritgn C++ implementation from the OpenLPT proj€tan et al.
2020). The following STB parameters were used: 2Rigle image detection with intensity threshold?df counts and 3-
point Gaussian subpixel interpolation; maximum triangulation error of 0.015 mm (0.255 pixels); 4 outer and inner loop
iterations, with the shaking step of 0.04 mm (Qob6&Is). The possible particle’s shift between wemsecutive frames was
limited to 0.42 mm (7.14 pixels). The search radiiugarticles detection based on a predictor wasrin (1.7 pixels). Three
initial predictor fields were obtained by partidpace correlation on a Cartesian grid with 1.25spacing, using spherical
interrogation windows of 2 mm radius. The resultiugdocity at the particles’ locations were validhtga a spatial moving
average filter. The particles positions at sucegstime instants were predicted using a WieneerfitWeighted cardinal
B-splines (Gesemann et al. 2016) were employeddalarise the particles’ positions and in turn datee their velocities
and accelerations.

3.3.4 LaVision: Time-resolved Shake-The-Box

LaVision made use of the DaVis 10 implementatiothef Shake-The-Box algorithm (Schanz et al., 20&@iploying four-

frame track search initialisation. For ppp > 0.42atial filtering of the trajectories via a medfdter was conducted during
the STB iterations to remove spurious tracks. Foy p 0.2, the particles’ reconstruction was carded marching both
forward and backward to enhance its accuracy. Bncfes’ raw positions were regularised with acsetorder polynomial
least square regression over a kernel of 7 sanfiptes,which the velocity and acceleration were dateed via analytical
differentiation in time.

4 Results

4.1 Two-pulse test case

It is well established that the particles’ reconstion accuracy is dependent on the particles’ eotration or number of

particles per pixels (ppp) (Scarano, 2012), withrdasing quality of reconstruction for increasimgp pFigure 2 illustrates

the true particles (red crosses) and the reconstfyarticles (black circles) in sub-domains ofisasurement volume, for
selected increasing ppp values from 0.005 (top tovd).16 (bottom row). At the lowest ppp value, tlgorithms succeed

in correctly reconstructing almost the totalitytloé true particles, with no ghost particles or misparticles appearing in the
considered sub-volume. The only exception is tealtédrom ETHZ, which presents several ghost pkegiand a few missed
particles.

When the ppp value is increased to 0.08, the diffee in performance among the processing algoritheeemes more

noticeable. The DLR and LaVision implementation§®B enable to reconstruct correctly a very higitgetage of the true
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particles without the appearance of ghost partidéso, the INRAE LaPIV approach shows good pagticteconstruction
capabilities, with only a few ghost and missedipks present. The other processing algorithmseats are more prone to
ghost particles (ETHZ) or missed particles (ONERK)e DLR and LaVision algorithms retain their hjggrformances even
at the highest ppp value of 0.16, where only a gewst and missed particles appear in the domainvé&seely, the result
from the ETHZ algorithm maintains a large amounglobst particles in the analysed sub-domain.

DLR, ppp = 0.005 ETHZ, ppp = 0.005 INRAE LaPIV, ppp = 0.005 LaVision, ppp = 0.005 ONERA, ppp = 0.005
10 @ 10 ° o° e @ 10 ® 10 @
® ® ® ® b e ® ® ® ® © ® ®
8 8 0 Y og ® 8 8
. ® ®®® ©® s O®80 ©® - BN ®® ®® e ® o ® ©® e ® e ©®
) ® ® )

EA ® €® o %g E‘, °%® o®X®;§ E, 0 ©® o o8 §4 e €® 4 Q;g EA ® €® o %g
N ® © ® ® N 900 o 8 N ® @ & ® N ® © ® ® N ® © ® ®
0 . B ® e 2 ofd ® & 2 e & ) 2 o B ® e 2 o ® ® e

o O o o o ®E o of o 0 ®EO o o o ®E o o O o o
4 4 8 o @ 4 4 4
2 ® 4 2 ® 2 4 2 0 ® ) 4 2 . ® , 4 2 . ® ) 4
0 2 0
2 e 2 0 2 e 2 0 2 e 2 0 2 e 2 0 2 e 2 0
y [mm] 4 mm] y [mm] 4 x(mm] y [mm] 4 mm) y [mm] 4y mm) y [mm] 4 mm)
DLR, ppp = 0.080 ETHZ, ppp = 0.080 INRAE LaPIV, ppp = 0.080 LaVision, ppp = 0.080 ONERA, ppp = 0.080
®
® ® ® ®
® 4 ° ° oS 4 ® ° ® 4 ® 2 4 x 2
4 L e® © 8 o © ® ®® U o ® © @ e _© @
3 e ® N 3 o §°® e o O% ¢ §® ES 3 §®® e 3 §x® "
® - e, @ = ® e® ® © - & ®® © - @ ® ®
s #,8ge®® o I 0®e0@% " 7 E: 0028%6s° o E, ®0808%5,° ° E, ®.808:5.° °
E2 ® £®@® ® N ® g%o ® ~ ® %87@@ ® N ® &g& ® ~ ® Q® ®
", °&e° © & @ oo 00 © 1 gGee o | §gee
& o0 0 ® ® = g0 ® © ® e & , @ e e © © ® @ X% x @
® e ® ; 0o %86 2 ; e®©g © ; 0% g ; x8xX g
0 ® @ 2 04 0% o _x, ) ® ® ® x 2 ® ® e © 2 ® ® ® ©
2 ® ®e o ! 1 o 1 ! 1 ! 1
1 @ 0 0 0 0 0 0 0
0 1 1 -1 1 1 1 1 1
1 0 [mm] 2 2 X [mm] y [mm] 2 2 X [mm] y [mm] 2 2 X [mm] y [mm] 2 2 X [mm]
y [mm] 2 2 x [mm]
DLR, ppp = 0.160 LaVision, ppp = 0.160
® ®
® ®
® ®
Ye R " Y e R
5 ®® © . e %
T ® 0o P® T ® ®® ®
2 g o §%® o E og %g %%®
N ~
LAY @Q ®®S®§@® s 1 ®® 8 09g°8 @ ®®x®
& § @©® ® g Ce0 © ®
Yo % 8°® 2x % 8
2 ] e e ) e He
® 1 ®

y [mm] 2 2 K x [mm] y [mm] T2 2 K X [mm] y [mm] T2 2 X [mm]
Figure 2: Comparison between true particles (red crosses)racgnstructed particles (black circles) in sub-do® of the entire
measurement volume, for the two-pulse (TP) casp: ppp = 0.005. Middle: ppp = 0.08. Bottom: ppp .28 Notice that, for sake of
clarity, smaller sub-volumes are selected for thye p 0.08 and ppp = 0.16 cases.

The results in terms of percentages of correcttpmetructed particles and false positives (gh@sts)llustrated in Figure 3.
The percentages are computed relative to the nupfttene particles in the measurement domain, @estaver the two
time instants. It can be noticed that the resuttsfDLR and LaVision exhibit a close-to-perfectamstruction, with nearly
all particles correctly reconstructed at all ppjuea, and no ghost particles. Also, the ETHZ atganicorrectly reconstructs
more than 90% of the true particles at all the ygdpes however, the number of ghost particles is equal to or even exceeding
that of the true particles. The results of the OMBRd INRAE LaPIV algorithms have been submittety ap to ppp =0.08;
within these range of seeding concentrations, pipeaaches exhibit good particle reconstruction bégias, with over 95%
of the true particles correctly reconstructed. TMRAE algorithm is found to be more prone to ghpatticles, with up to
5% false negatives recorded at ppp = 0.08.

The positional mean error magnitude as a functfaheppp is illustrated in Figure 4. At the lowestp (equal to 0.005), all
algorithms exhibit a positional error of around® x, except the ETHZ algorithm which features an eafod.28 px. In
general, the positional error increases with thealsgy concentration, although the slope of thegase varies depending on
the algorithm. For the DLR approach, the increaseery mild and the error value reaches 0gi6 at the highest ppp of
0.16. The error increase is slightly higher for Had/ision implementation of the two-pulse Shake-Bux algorithm, with
the error reaching 0.1px at ppp = 0.16. The INRAE LaP1V result follows absthat of LaVision up to ppp = 0.08. The
ONERA algorithm exhibits a higher error increaséhwipp, with error values of 0.17 pixels at ppp.680 The error from
the ETHZ approach is in the range 0.2-@38 at all seeding concentration analysed and shomenamonotonic variation
with the ppp.
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Figure 4: Mean positional error magnitude (considering all three position components, and both time instants) as a function of the ppp, for
the TP test case.

The analysis of the histograms of the positional errors (not shown here) highlights that the positional errors along the
Z-direction are two to three times larger than those along the X- and Y-directions due to the given limitation of the camera
system aperture (+/- 30 ©), and that the random errors dominate over the bias errors. The latter are typically null, except for
the X-position component with the ONERA algorithm and the Z-position component with the LaVision algorithm, where
they remain within 0.02 px. Additionally, the errors appear to be uniformly distributed in the entire measurement domain,
with no significant spatial variations.

4.2  Four-pulse test case

The distribution of true particles (red crosses) and reconstructed particles (black circles) in sub-domains of the measurement
volume for two sample ppp values, namely 0.050 and 0.160, are shown in Figure 5. At the lower seeding concentration of the
two, both the DLR and the LaVision algorithm correctly reconstruct all the particles in the visualised sub-volume, with neither
ghost nor missed particles. At the highest ppp of 0.160, the two algorithms still retain their high performance in particles
reconstruction; only a few particles are missed by the LaVision algorithm, whereas the DLR algorithm correctly reconstructs
all of them. Even at this high value of the seeding concentration, no ghost particles appear.

The quantitative analysis of the percentages of correctly reconstructed particles, false particles (ghosts), correct tracks and
wrong tracks is presented in Figure 6. The DLR algorithm exhibits outstanding performances, with nearly all particles and
tracks correctly reconstructed at all the analysed seeding concentrations, and percentages of ghost particles and wrong tracks
below 0.05% and 0.15%, respectively. The LaVision implementation features a slightly higher sensitivity to the seeding
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concentration, with a small decrease of the perdorce at the highest ppp. Nevertheless, the pegmntaf correctly
reconstructed particles and tracks remain above &@84 at the highest ppp, and the amount of ghasicfes and wrong
tracks does not exceed 0.15% and 0.6%, respectively

DLR, ppp = 0.050 LaVision, ppp = 0.050 DLR, ppp =0.160 LaVision, ppp = 0.160
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Figure 5:Comparison between true particles (red crosses)raocagnstructed particles (black circles) in sub-dmms of the entire

measurement volume, for the four-pulse (FP) casp: ppp = 0.05. Bottom: ppp = 0.16. Notice that, dake of clarity, a smaller sub-
volume is selected for the ppp = 0.16 case.
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The mean error magnitudes of position, velocity aadeleration, all evaluated at the intermediateetinstantty, are
illustrated in Figure 7 for varying seeding concatibns. As explained in section 3.2, also the ltesuom a fictitious
participant “Hacker” are shown for referenate latter made use of the exact particles positions andcanskorder
polynomial regression to retrieve position, velpehd acceleration at the intermediate time instdance, the results from
Hacker are regarded to as the minimum errors attéeénin case of perfect particles reconstructiéingm Figure 7 top-left,
it is clear that the minimum positional error o tALR and LaVision algorithms is almost one ordemagnitude larger than
that from Hacker, indicating a clear margin fortfiar improvement of the reconstruction accuracye phsitional error
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increases linearly with the seeding concentration. The error increase is mild with the DLR algorithm, with maximum errors
below 0.05 px at the highest ppp; a steeper increase occurs with the LaVision algorithm, although the errors remain well
below 0.1 px even at ppp = 0.16. Instead, the positional errors from Hacker are independent of the seeding concentration
and attain a value of about 0.005 px.

The velocity retrieved with the DLR algorithm exhibits an error of about 0.4% of V, (Figure 7 top-right), with negligible
variations with the ppp. Such error is of the same order as that of Hacker (0.3% of V), thus indicating that the temporal
modulation due to the finite temporal resolution plays a significant role. The velocity error of the LaVision algorithm shows
more pronounced variations with the seeding concentration, increasing from 0.4% to about 0.6% of V, at the highest seeding
concentration.

The mean acceleration error magnitude (Figure 7 bottom-left) is of the order of 10 m/s?, or 22.5% of the reference acceleration
Vw?/D. The values of the two algorithms are very close to those of Hacker, and show only minor variations with the amount
of particles per pixel. As for the velocity, this result suggests that the error is mainly dominated by the temporal resolution
effects, rather than by the uncertainty in the particles positions. For reference, the mean acceleration magnitude is plotted as
a thick grey line, which attains a value of 15 m/s?. Hence, it can be concluded that the errors of the measured acceleration are
as large as 60% to 80% of the mean acceleration magnitude.

0.006 —————T—T——T— 17— 0.1 0,006
ey - B ’_:|
: B Zooos qos &
£ 0005 —=— DLR & Eooosf
) —o— LaVision Joosy  EVTF o

E g I ~—

= - ——%—— Hacker S 3 5
£ 0,004 E 2 o00ef los
% 0.06 E 2
Zoon = = >
5" 5 e e.:’—"':___./-———I/'__ N
S i 5 s I "
5 I ~0.04 5 2 - :
= 0.002 e L — o " B
g I 1 § =& 1 =
g 2 Q dos 2
2 4002 2 ]
Z 0.001 z % 0.001 El
< i ~ > 1 =
- A >
i —

0 0

P I | 1 P B | 1 1 N TR U U I | [ 1
0() 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0 002 004 006 0.08 0.1 0.12 0.14 0.16
ppp pPP

- =  Figure 7: Mean error magnitude of position (top-left),

W 4; a velocity (top-right) and acceleration (bottom-left) as a

E L 130 m;s function of the ppp. All quantities are computed at the

2 < intermediate time instant ¢z and only for the correct

é I 1% '% tracks. The symbol keys apply to all figures. The thick

%010 i 1o E grey line in the acceleration error plot represents the

% gl éa“ mean acceleration magnitude.

g 115 =
o 6 g
s | o
g 4L 410 o
- E
T 2 45 &
Z | o
< 0 L 1 L l L 1 L 1 L 1 1 L 1 1 0 8
0 0.02 004 006 0.08 0.1 012 0.14 0.16 <

pPpPpP

4.3 Time-resolved test case

The use of temporal information is expected to enhance the quality of the particles’ reconstruction, thus enabling accurate
particles’ reconstructions at higher ppp values. Figure 8 illustrates the distribution of true particles (red crosses) and
reconstructed particles (black circles) in sub-domains of the measurement volume, for values of the ppp equal to 0.005, 0.08
and 0.2. At the lowest seeding concentration, all algorithms are able to reconstruct the large majority of the particles, with
only a few particles missed by the approach submitted by IOT (first row of Figure 8). Similar performances are achieved also
at ppp = 0.08, with almost no missed or ghost particles for all algorithms, except for the IOT result. At the highest ppp level
of 0.2, larger differences among the algorithms are reported. The IOT submission correctly reconstructs only a small
percentage of the true particles, and exhibits a large number of false negatives (missed particles). The INRAE LaPIV
algorithm yields large amounts of both false positives (ghost particles) and false negatives. Conversely, the DLR and the
LaVision algorithms maintain high reconstruction accuracy even at such high concentration, with a limited number of missed
particles (higher for the LaVision algorithm) and no ghost particle.
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Figure 8:Comparison between true particles (red crosses)raognstructed particles (black circles) in sub-do® of the entire
measurement volume, for the time-resolved (TR).CEse: ppp = 0.005. Middle: ppp = 0.08. Bottom: ppf.20. Notice that, for sake of
clarity, a smaller sub-domain is selected for pgpG8 and 0.20.

The quantitative analysis of the particles recamsion at all the ppp values is reported in Fig@rerhe percentage of
correctly reconstructed particles is very closd®®% in the entire range of ppp values for both@d&R and LaVision
algorithms, as well as for the INRAE KLPT and LGAIgorithms in the range of submitted results (upgp = 0.08) and for
the INRAE LaPlV result at ppp = 0.12. The lattegaithm shows a significant degradation of its parfance for larger ppp
values in particular, at ppp = 0.2, only 10% of the true particles are correctly restaicted, and the number of ghost particles
exceeds 70%. The IOT submission exhibits a higlsigeity to the tracers’ concentration, with therpentage of particles
correctly reconstructed decreasing progressivelnf85% to 0% in the considered range of ppp values; nevertheless, the
number of ghost particles remains always well bel®&w
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The mean error magnitudes of the fitted position, velocity and acceleration for all ppp values are shown in Figure 10. The
velocity and acceleration errors are also compared with the result from Hacker to assess the role of the temporal discretisation.
The positional errors range between 0.02 and 0.5 px depending on the algorithm and the seeding concentration, with a
general trend of increased error values for increasing ppp. Such increase is very mild for the DLR algorithm, where the error
remains below 0.05 px at ppp =0.2. The INRAE KLPT, INRAE LCTI and the LaVision algorithms exhibit a slightly larger
error increase, with the latter approach yielding an error above 0.1 px at the largest ppp. The INRAE LaPIV algorithm
features a much higher sensitivity to the ppp value beyond 0.12, indicating that the algorithm diverges for high seeding
concentrations. Finally, the IOT approach shows a steep error increase already from the lowest analysed ppp value.

The velocity errors range between 0.3% and 2.5% of the bulk velocity V, for all cases except for the INRAE LaPIV algorithm
beyond ppp = 0.12. As already discussed, in the latter case the algorithm diverges thus yielding invalid results. The DLR
algorithm provides the lowest errors, always below 0.5% of V, which are very close to the minimum attainable values
(Hacker errors: 0.25% of V). The other algorithms exhibit a slightly more pronounced sensitivity to the seeding density,
yielding velocity errors that increase from below 1% of V at ppp = 0.005 to above 1.5% of V at the highest ppp. The
acceleration errors from Hacker, DLR, LaVision and IOT show very little dependence on the ppp value. The Hacker result
already exhibits an error of the order of 8 m/s? or 18% of the reference acceleration V,?/D: this is a clear indication that, in
the current test case, modulation errors due to the finite temporal resolution are predominant with respect to the random errors.
Most of the algorithms provide acceleration errors between 25% and 35% of V*/D, with the lower errors achieved with the
DLR algorithm. Nevertheless, these acceleration error values are between 50% and 100% of mean magnitude of the actual
acceleration, thus highlighting the inadequacy of the algorithms to correctly resolve the flow acceleration in the current test
case. The INRAE algorithms return the highest acceleration errors, which increase with the seeding density well above of the
actual acceleration magnitude.
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5 Conclusions

The main results of the Lagrangian Particle Tracking challenge organised within the framework of the European Union’s
Horizon 2020 project HOMER (Holistic Optical Metrology for Aero-Elastic Research) are presented. The challenge
employed a synthetic experiment where the wall-bounded flow in the wake of a cylinder was simulated. Particle images were
acquired with four synthetic cameras at different seeding concentrations corresponding to a range of particles per pixel
between 0.005 and 0.20. Three different image acquisition strategies were considered, namely two-pulse, four-pulse and time-
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resolved acquisitions. Six research groups pasieip to the challenge. The submitted results weadysed in terms of
accuracy of particles reconstruction (namely pewages of correct particles, false positives ansefalegatives), as well as
based on the errors on position, velocity and acatbn.

The analysis of the two-pulse case showed thatdkealgorithms are capable to reconstruct coyreethrly all the particles
in the entire range of considered ppp values, wittegligible percentage of missed or ghost pastifiess the 0.1%). For
those algorithms, the positional errors were inrirege between 0.05 and Opk. For the other algorithms, the percentage
of correctly reconstructed particles remained aitve 80%, although some of the algorithms sudhea®f ETHZ exhibited
a large amount of ghost particles, of the sameratithe true particles. Positional errors up t® px were recorded.

Only two research groups participated to the faus test case of the challenge, namely DLR anddiaV, using slightly
different implementations of the same Multi-Pul$elge-The-Box algorithm. The results showed the gl performance
of this algorithm, with over 90% correctly reconstied particles and tracks at all ppp values (ctosE00% for the DLR
implementation), and less than 0.2% and 0.6% gbendicles and wrong tracks, respectively. The pmsitl errors were in
the range between 0.03 and 0.p8, showing a slight increase with the seeding comagan. Velocity errors of about
between 0.4% and 0.6%\have been retrieved, slightly larger than the minih admissible ones (0.3%) obtained by the
Hacker participant. Conversely, much larger acegiien errors were found, between 60% and 80% ofatteeleration
magnitude, a large part of them being ascribednpbral truncation.

The results of the time-resolved test case shohaithe best algorithms are capable to perfornoseeto-perfect particle
reconstruction up to ppp = 0.2, with nearly alltizdes correctly reconstructed and less than 0.h#&spparticles. For those
algorithms, the positional errors remain below 0@5 at all ppp values. Other algorithms exhibited éargensitivity to the
seeding density, either already from ppp = 0.008 ($ubmission) or only at the higher ppp value®RME LaPIV algorithm).
Positional errors exceeding 0z3¢ were found for these algorithms at the highest pipje velocity errors range from below
0.5% V4, for the best algorithm to beyond 4%, ¥or the least-performing algorithm. Instead, miariger acceleration errors
were retrieved, from 50% to several times the aratibn magnitude, also due to the limited tempgablution of this test
case.
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