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While technical innovations in artificial intelligence (AI) are evolving at a rapid pace, one practical 

area that AI has already heavily impacted is decision-making. Where humans previously had to rely on 

their own experience from prior situations, empirically developed heuristics  or  historical  

benchmarks  of  potential  indicators,  nowadays  many  complex decisions are supported by AI 

systems. Benefits of adopting AI can include more informed decisions, as the AI can process 

significant amounts of information effectively, or fairer results due to the removal of human 

flaws such as cognitive bias (Agarwal et al., 2018; Bozdag, 2013; Savulescu & Maslen, 2015). 

However, relying blindly on these technologies also harbors potential dangers: AI systems can 

introduce drawbacks such as immoral results due to algorithmic bias (Diakopoulos, 2015). To 

understand when and why individuals may overtrust the recommendation of an AI, we are conducting 

a behavioral online study, investigating under which circumstances agents follow AI advice - despite 

the advice going counter to their own decision-making intuitions. 
 

Since Computers Are Social Actors (CASA) research upholds that humans react socially to 

machines (Nass & Moon, 2000), and trust is one of the major factors influencing the human-machine 

interaction (Lee & Moray, 1992), to secure a productive and sustainable integration  of  

technology  in  the  future,  it  is  crucial to examine how trust in machines influences their use – 

both in positive and in negative ways. Trust is needed to foster successful utilization of new 

technology, since a lack thereof might result in systems not being handled to their full potential, 

reducing the overall rate of adoption or ultimately leading to disuse of the technology. Blind trust in a 

system, whose capabilities do not warrant that trust, however can also have detrimental effects, as 

misuse of technology might lead to undesired consequences both from an economic as well as an 

ethical perspective. Instead, calibrated trust should be aimed for, meaning trust that matches a system’s 

capabilities, hence leading to appropriate use (Lee & See, 2004) 

 

Various social and psychological mechanics can drive people to act in a way that they know  to  

be  wrong.  In  their  classic experiment on obedience to authority Milgram and Gudehus  (1978)  

studied  how  people  follow  orders  of  authority  figures  against  better judgment even consciously 

performing unethical actions as long as they do not own the responsibility. Similarly, Asch’s 

(1951) study of independence and conformity examined how people behave under social pressures. 

While some participants remained independent and resisted group pressure, others changed their 

behavior under demanding conditions and behaved in a way that conformed to expectations against 
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their own better judgment. Furthermore, Bandura (1986) proposed that people can engage in immoral 

behavior without believing they are doing anything wrong by using a cognitive process called moral 

disengagement. Trusting a machine over the appropriate amount might similarly allow for agents 

to make wrong decisions against their better knowledge. Leicht-Deobald et al. (2019) propose that 

reliance on algorithmic decision-making could lead to blind trust in rules, where compliance trumps 

personal integrity. Thus, overtrust meaning the extension of unjustified trust and potentially 

resulting overreliance in following AI-generated recommendations might stem from multiple sources 

but could lead to potentially dangerous consequences ranging from slightly overcredulous behavior to 

blind obedience to the system. 

 

Recent experimental insights seem to support these doubts, as studies are questioning the role of the 

human-in-the-loop and the necessity of algorithmic trustworthiness for algorithms to be trusted. In 

theory, Explainable AI (XAI) should reduce overreliance on AI by enabling humans to assess AI 

recommendations and synthesize them with their own judgment. However, several studies indicate 

that explanations, while successful in increasing trust, frequently  also  lead  to  overreliance,  as  users  

followed  wrong  AI  suggestions  despite provided explanations and against better knowledge (e.g., 

Bussone et al., 2015; Jacobs et al., 2021; Lai & Tan, 2019). Bansal et al. (2021) suggest that 

supplying explanations might even increase the chance that humans accept AI advice regardless of its 

accuracy. Buçinca et al. (2021) argue that to mitigate overreliance, providing explanations alone is 

insufficient. Regarding  trustworthiness  Krügel et al. (2022, 2023) have examined the adherence 

to AI-advisors in ethical decision-making situations, and are suggesting that overtrust in AI is more 

prevalent than distrust despite low trustworthiness. 

 

Still, behavioral research on whether human agents tend to follow algorithmic suggestions has  

resulted  in  conflictive results, such as seen in the renowned studies on algorithm aversion 

(Dietvorst et al., 2015; Dzindolet et al., 2002) versus algorithm appreciation (Logg et al., 2019). While 

these two research streams seem to provide contradicting conclusions, the question arises which 

factors lead to higher or lower trust. Some scholars claim that the 
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differences can be explained with framing. How people actually behave seems to heavily depend 

on the setup of the individual study. Specifically, manipulating only the description of the human and 

the algorithmic agent can yield drastically opposing results regarding adherence to the algorithm (Hou 

& Jung, 2021). Some scholars study the relationship between trust and system performance measured 

in terms of stated accuracy or observed accuracy (Kennedy et al., 2022; Yin et al., 2019; Yu et al., 

2016; Yu et al., 2017). Others examine how a model’s interpretability influences trust (Poursabzi-

Sangdeh et al., 2021; Ribeiro et al., 2016) or how confidence scores and explanations effect 

trust calibration (Zhang et al., 2020). 

 

Nevertheless, these studies were mostly focused on specific scenarios and limited tasks. Hence, 

studies on overtrust in ethically relevant recommendations by algorithms are still lacking a 

generalizable experimental setup that is more context-independent. Additionally, as evidence on 

overtrust is conflicting, further research is required to understand which factors promote it and which 

contrarily foster distrust in algorithms. 

 

In our study, we aim to address both the issue of high context-sensitivity in studies regarding 

algorithm aversion or appreciation, as well as the issue of understanding which factors may lead 

to overtrust and overreliance on algorithmic advice. To address the first issue, we are following 

behavioral economic conventions and are using a decontextualized game to study our participants’ 

behavior. By basing our inquiry on a modified version of the context-free  trust  game  by  Berg  et  al.  

(1995),  we  can  infer  implications  for  various ethically-relevant applications such as recruiting 

decisions or loan approvals while eliminating the need to use elaborate context descriptions or highly 

specific tasks. Therefore we conduct behavioral  online  experiments  in  order  to  assess  overtrust  

and  overreliance  during ethically-relevant decision-making situations. Participants play several 

rounds of an incentivized, interactive, repeated ethical dilemma game, in which pairs (consisting of 

one trustee and one trustor) are randomly rematched every round. Every round the trustee decides 

whether to keep their endowment or to invest it by allocating their complete funds to the trustor, 

which in turn is tripled. Afterwards the trustor decides whether to keep the amount for himself or to 

return half to the trustee. In a predetermined round the trustee receives advice on how to act based 

on the decision history of the newly matched trustor. This recommendation is presented as stemming 

either from an expert or from an AI, in this case a 
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generative pre-trained transformer, that was instructed to give recommendations based on the 

previous decision history. 

 

To address the second issue, of understanding which factors may lead to overtrust and overreliance, 

we are focussing on whether and when agents are willing to follow advice that is counterintuitive. 

While in a lot of research, it is easy to define what can be considered the appropriate amount of trust, 

and thus, if an individual is overtrusting the AI, the real world is rarely as clear. Often, it is 

impossible to say upfront if an individual is overtrusting the algorithm they are encountering, either 

because it is not easily possible to trace how the decisions have been made within the AI, or 

because there simply are no clear true or false answers to many complicated problems. We mirror 

this in our experiment, as there is no reliable, failsafe way to predict the trustor's actions until they 

already take place. The willingness to follow counterintuitive advice therefore acts as an indicator 

of overtrust, as agents are trusting the advice above their own good judgment. Seeing as the advice 

is only given a single time, players do not have any experiences that may lead them to believe that 

provided advice is more reliable than their own decisions. Thus, we should expect a rejection of the 

advice given in at least the most counterintuitive situations. To judge those, we are both looking at 

self-reported intuitions of the participants, as well as deriving where most players’ intuitions lay 

given the same playing history by looking at a control group that plays without being given any 

advice. 

 

Subsequently we are examining which conditions foster subjects to demonstrate overtrust in 

counter-intuitive AI recommendations and which result in subjects actively reversing the algorithm’s 

advice. For this purpose, we plan to manipulate various factors such as available information about 

the algorithm, its perceived competence, reliability, decision complexity, decision  amount  and  

restrictions  such  as  budget  or  time  limits.  Further,  we  are  also interested in which personal 

factors may lead to overtrust, by looking at risk aversion, technological affinity and trusting 

personality traits. The goal of our study is to derive more generalizable information about which 

factors influence potentially harmful overtrust in AI and how this can be mitigated. 
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