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Extended Abstract

Artifacts shape our life-world in several significant ways, and we rarely (if ever) find ourselves in a situation
where no artifact is around. Surprisingly, despite their impact on our lives, they have not paid much
philosophical attention. Recently, with the introduction and progressively increasing use of Artificial
Intelligence, we find ourselves more and more surrounded and interacting with a particular kind of artifact,
namely, artificial intelligence. AI is the common denominator of the so-called “socially disruptive
technologies” (e.g., virtual assistants, deepfakes, self-driving vehicles, etc.). These kinds of artifacts deserve
a lot of philosophical (and non) attention due primarily to the moral qualms and social challenges they bring
about. Some of these socially disruptive technologies (SDTs) bring about so many issues that we need to
consider whether it would be more beneficial to get rid of them or (at least) redesign some of their
components. In this talk, I aim to call attention to such crucial entities by introducing a possible way to
highlight and, at the same time, avoid the problems they bring about.

SDTs based on AI are increasingly present in our lives and transform them on social, ontological, and
conceptual levels. Regarding the conceptual level, suffice to think about how artificial intelligence is
reshaping our ways of thinking about home (due to virtual assistants), friendship (because of the introduction
of robot companions), driving (from Google Maps to the Tesla), to mention a few. It seems crucial, then, that
the recent “research field in analytic philosophy that focuses on how to assess and improve our
representational devices” (Isaac 2021, 2053), i.e., conceptual engineering (CE), gets more involved with what
happens in the field of technology. On the other hand, given their impact on our lives, we must be concerned
about the SDTs’ ethical, social, and ontological implications. I here argue that there may be a way for the two
areas to help each other.

Given the “engineering” metaphor, it seems almost natural to think that the work in CE gets more focused on
the role of technology in conceptual change and conceptual disruption. Despite the metaphor, instead,
conceptual engineering has given little attention to these themes. Interestingly, by contrast, Amie L.
Thomasson’s approach (2020) to conceptual engineering takes the “engineering” metaphor seriously by
drawing her method for assessing and revising concepts from the process adopted in the engineering and
construction of artifacts and technologies. Thomasson advocates for adopting a pragmatic approach to CE
that takes “the function of our (ranges of) concepts as playing a central role (2020, 440). There are three
crucial passages in this method. We should: employ reverse engineering, i.e., look at the genealogy of the
concept under examination (cf. Plunkett 2016) and try to determine what it does and can do; identify the
function(s) (if any) the concept in question should serve and is to serve given the goals and purposes we have;
finally, constructively engineer the concept at stake, given the function(s) we need it to perform (cf. also
Haslanger 2000).

I hold that this pragmatic method for CE may be of inspiration for the philosophy of technology when it
comes to “engineering” the ontology and metaphysics of the emerging SDTs, for it can also take into account
the ethical and social concerns these technologies bring about. By applying Thomasson’s method for CE not
to concepts but to SDTs, we can attempt to investigate questions about these emerging technologies that
highlight even more why they are so important to us and whether and how we should revise them. Consider,
for example, deepfakes. We may ask about these: what is the function (if any) of deepfakes? What function(s)



(if any) do we want deepfakes to serve? How can we change the DLA, i.e., what should we change in the set
of rules which constitute the basis of deepfakes so that they can perform the function they should perform?
As with concepts, answering these questions may help us decide how to re-engineer (or whether to eliminate
some of them, e.g., were they not to serve the function we want them to) deepfakes in particular, but also,
mutatis mutandis, any of our emerging SDTs. This method may help us see what we should and should not
keep about these technologies.

To give a concrete example, take the following parallelism. We legitimately keep the concept of marriage
because of its purposes, but we reshape it to include same-sex relationships to serve those aims better.
Similarly, on the one hand, we may want to keep the artificial intelligence that makes the creation of
something like Microsoft’s Rembrandt and Kennedy’s speech (cf. Floridi 2018) possible. On the other hand,
we may also want to re-engineer that technology to limit its scope and avoid using it for criminal or evil
purposes (e.g., as it happens with deceptive, unauthorized deepfakes).
As with the CE method, the advantage here is that we would re-evaluate our SDTs a posteriori after we
already know most of their possible uses and functions. With artifacts and emerging technologies, we have to
deal with discoveries and “surprises” constantly: it often happens that a certain artifact that was invented for,
or that we thought performed, a certain function, turns out also to serve well or even better, other functions
(e.g., aspirins, cable-wires, vacuum tubes, etc.). However, it can also turn out that it can be used for evil
purposes or has functions that have bad outcomes. Yet, what matters in all these cases is what to do, what we
should do were these circumstances to occur. Among other methods (cf. Reijers et al. 2018), the pragmatic
method proposed can address the problems that arise and could not be foreseen during their invention and
production.
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