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Abstract

In the wake of the recent digital transformation, AI ethics has been put into practice as a means
of self-regulation. Current initiatives of ethical self-regulation can be distinguished into different
ethical practices, namely ethics as rule setting (codes of conduct), ethics as rule following
(value-oriented development), and ethics as rule compliance checking (boards and audits).
Drawing from the literature, I demonstrate that these forms of AI ethics are in constant need of
normative reflection and deliberation albeit the structural conditions under which they are enacted
give very little room to do so. Accordingly, the AI community should think more about how to
establish institutional frameworks that can be conducive for cultivating ethics as critical
reflection and deliberation.
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1 Introduction

Ethical debates around AI development have long mostly been hypothetical (Floridi 2021). Today, still
hypothetical in parts, ethical reflection faces practical questions regarding the actual "design, use, and
longer-term impacts" of AI systems (Prem 2023, p. 1). The EU’s High Level Expert Group (2019a, p. 6)
defines AI as "software (and possibly also hardware) systems designed by humans that, given a specific
goal, act in the physical or digital dimension by perceiving their environment through data acquisition,
interpreting the collected [...] data, reasoning on the knowledge, or processing the information, derived
from this data and deciding the best action(s) to take to achieve the given goal". AI is increasingly
deployed in various societal fields, usually not as a stand-alone technique but as a component within
larger systems. A series of reports by the White House and the EU has framed AI as both a key future
technology as well as an ethical concern (European Commission 2014; Fox-Skelly et al. 2020; Miguel
Beriain et al. 2022; Muñoz, Smith, and Patil 2016; Podesta et al. 2014). Particularly, the transformation
of the Internet from a largely distributed communication structure to a commercialized space controlled
in large parts by platform gatekeepers (Pasquale 2015; Schiller 1999; Zuboff 2019) as well as the
expanding employment of algorithmic decision-making systems (ADM) in various societal fields has
drawn much public attention. A plethora of scandals including debates on the recidivism prediction
software COMPAS (Angwin et al. 2016) or Amazon’s hiring algorithm (Dastin 2018) have shown that,
albeit meant to balance insufficient or unjust decisions due to human epistemic limits and biases, ADM
is not free from biases and discrimination per se (Creel and Hellman 2022; Lepri et al. 2018). The
Cambridge Analytica scandal has led to question the harm political microtargeting in digital networks
might bring to democratic societies (Dowling 2022; Hu 2020).

Against this background, the call for ethical orientation for AI development became vocal. Today, AI
Ethics seem to be everywhere. It is practiced in various forms, by means of various tools and
strategies, under differing institutional conditions, and by various experts coming from different
professional or academic backgrounds. Most often, ethical initiatives are installed as a means of
self-regulation by and for the AI community. In this paper, I argue that given the conditions and forms
of ethics as self-regulation is currently enacted, it must fail in what it is meant to do – providing
substantive orientation for AI development. To do so, I first take a step back and reflect why we, as a
political community, should care about understanding, discussing and deliberating about AI
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development (section 2). This reflection serves to put my systematic distinction of three practices of
ethical self regulation and their corresponding understanding of ethics into perspective, namely ethics
as ’rule setting’ (section 3), ethics as ’rule enforcing’ (section 4), and ethics as ’rule compliance
checking’ (section 5). Drawing from critical investigations of these ethical practices, I demonstrate that
these initiatives must fail in providing a substantive ethical orientation not only due to a lacking
regulatory framework but also due to a limited understanding of what ethics can and cannot do. Finally, I
systematize current suggestions on how to cultivate a more substantial practice and corresponding
understanding of AI Ethics as critical reflection and deliberation (section 6).

2 The power of technology – why we should care
The current AI ethics initiatives must largely be seen as corporate or political responses to the
aforementioned scandals and their related public insecurity towards recent techno-industrial
developments. Modern technology in general, and data-driven AI systems in particular, hold great
potential to alter our lifeworlds by opening up new and different spaces of practices, while also closing
alternative forms of doing things (or by making some more attractive than others). Power of technology
generally manifests in different forms and is effective in various ways. Hildebrandt (2015, p. 10)
describes it as a type of regulation of people's behavior. She invites us to contrast regulation by
technologies with regulation by law in democratic constitutions, where the power of laws is legitimized
by three basic normative principles: "Self-regulation, disobedience, and contestability". These three
principles correspond to the separation of powers into law-making institutions (legislative),
law-enforcing bodies (executive), and the judicial system (judiciary). The idea of self-regulation in the
sense of political autonomy is guaranteed by forms of representation and participation in legislation. The
possibility of disobedience exists as long as there is room to not follow the law (or social norms in
general), including variations of what it means to obey and disobey a given rule. The ability to claim
one’s rights is ensured by the institutions of independent jurisdiction. Deliberating political issues in
the public sphere is crucial for people’s political and moral autonomy (Christman 2020). Indeed,
liberal and critical social philosophers alike find disobedience and contestability as political practices
mandatory for social change and open societies, i.e., the possibility for civil movements and actors to
alter existing institutions and to stipulate normative discourses (Celikates 2016; Fiedler 2009; Sabl
2001).

Regulation by technology differs from regulation by law in all three accounts: First, technological
regulation does not derive from a democratic authority. There is neither a genuine act of rule-making nor
a legitimizing institution. The way technologies shape and change our practices depends on several
interdependent factors of which the design decisions of developers (Verbeek 2006), the contextual
conditions of developing and deploying (Mateescu and Elish 2019; Schneider 2020), as well as the
actual, collective forms of adoption and appropriation (Moreno Gálvez and Sierra Caballero 2022;
Rojas and Chalmers 2009) are crucial. Whether and how technologies are used can coincide with what
the developers have intended or not.

Second, we usually have options to not follow social rules (including laws) for more or less good
reasons. You may ignore a red light because you are in a hurry or because you want to help someone
who is lying on the road. Whether we morally approve of breaking the rules or not depends on
situational reasons. What is crucial here, is that we have in principle the possibility to break social
rules, reinterpret them and to reason about their situational adequacy. When using technology, we are
most often forced to follow the technical rules they bring with them, at times with a given set of options.
We usually have no way of (re-)assessing the adequateness of the given technical rules, neither in the
moment of usage nor in general. In theory, we are left with the choice of not using a certain technology
at all, but in practice, opting-out becomes impossible as soon as their usage has become socially
normal.

Third, the power of the state can be challenged in principle, both in the sense of a specific case and
in the sense of political discourse about the goodness of given rules. In contrast, technological
regulation is hard to contest, because "the technological defaults that regulate our lives [...] are often
invisible and because most of the time there is no jurisdiction and no court" (Hildebrandt 2015, p. 12).
Moreover, because there is no recognizable agent responsible to set the rules and because there is no
strict causal institutionalized form of how rules are put into practice – as they are in the legal case – it is
also unclear who to contest and how (Nersessian and Mancha 2020; Wachter, Mittelstadt, and Russell
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2021). Because of this, we are facing an "accountability gap" (Santoni de Sio and Mecacci 2021).
Now, whether we find Hildebrandt (2015)’s comparison informative that should depend on if the

comparison to the legitimation of power seems plausible or not. As technical products and
technological feasibility belong to the societal fields of economics and research, it could seem
counterintuitive to raise a comparison of such high standards for legitimizing power. However, it is
precisely because of the weight of the power with which AI technologies alter and affect everyday
lives, that Hildebrandt’s suggestion seems appropriate. This is because in the case of the tech industry,
we
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are facing an economic power which seems as effective as state regulations. Namely, the market power
of Alphabet (Google), Amazon, Microsoft, Apple, and Meta (Facebook) is discussed in terms of
competition law, often drawing from the historical example of breaking "Big Oil" over hundred years
ago (Akman 2019; Birch and Cochrane 2022; Moore and Tambini 2018). It is mostly these ’Big Five’,
among some other players whose services have transformed the Internet from a distributed, fractal, and
open network in the 1990s towards a commercialized "hierarchical ecosystem ruled by a few
gatekeepers" (Bietti 2023, p. 1). Considering these companies’ immense power, that is why we should
care about their influence on people’s behavior and the practices and structures of our political
community (Apostolicas 2019; Motupalli 2017).

In addition, there is a technological reason to call for democratic legitimization of ’AI’s power’,
namely the fact that some AI applications can change peoples’ lives decisively. In this respect, the
European Commission has lately proposed a risk-based regulatory framework defining four risk
categories: unacceptable risk, high risk, limited risk, and minimal or no risk. Application with
unacceptable risk are to be banned within the EU, applications with minimal or no risk are allowed
"free use", e.g., AI enabled video games or spam filters (European Commission 2022). Applications
with limited risk should meet specific transparency requirements, e.g., users should be able to tell if
they are chatting with an artificial chatbot or another person. Of particular interest are those
applications falling under the category of high risk, including critical infrastructures (transport),
educational or vocational training, safety components and products, but also AI used for employment,
and management of workers among others. A lot of the debate around ADM relates to its application
being regarded as high risk by the EU. Due to the potential great influence on people’s lives, we are
eager to question how that power can be legitimized.

3 Ethical Guidelines – setting the rules

When ethics is currently thought of as self-regulation, what is meant is not the democratic principle of
self-regulation of a people but that of an industry. Accordingly, the idea that addressees and of the
given rules correspond does not hold (Maas 2022). In the early 2000s, state and industry ’agreed’ on
the principle of self-regulation to govern the latest digital transformation and to set a value-oriented
framework for the further development of the digital economy (Floridi 2021). It is the form of
governance where all the power of the rules lies within and comes from within the industry itself
(Tworek 2019, p. 100). Following Hildebrandt (2015)’s comparison, I describe, contextualize, and
critically discuss how ethics is used to give value to this policy tool of academic-industrial
self-regulation by setting rules (codes of conduct), by enforcing the declared rules (via design or
corporate organization), and by checking compliance with these rules (ethical boards).

3.1 The normative assumptions of AI codes

In principle, ethical guidelines or codes of conduct can serve as a means of self-regulation and as a
means for holding others (e.g., companies) not legally but ethically accountable for their actions.
Compliance with these codes and guidelines cannot be sued in court but rests on self-commitment.
They might promote acting morally beyond the legal minimum, be it in terms of ’good citizenship’ or
for ’competitive acceleration’ (Floridi 2021). They can complement legal regulation by providing
guidance for instances not covered by current law (Hildebrandt 2020) or serve as a means at hand
where legal regulation is still missing, because advances in technical development have outpaced the
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law (Lepri et al. 2018). In 2019, there were already more than 80 ethical guidelines or AI codes publicly
available (Jobin, Ienca, and Vayena 2019; Morley et al. 2020), coming from industrial associations
such as the IEEE or the ACM, from business such as IBM or Google, or from governmental institutions
such as the EU’s High Level Expert Group (2019b). In contrast to the sphere of law, there are no
institutionalized meta-rules for industrial self-governance, leaving questions like the following
unanswered: Who is authorized to declare such codes and based on what traditions? Who is meant to
follow it and why? What does it practically mean to act in accordance with a code? What happens if
someone does not follow the code?

In their study of prominent AI codes, Greene, Hoffmann, and Stark (2019, p. 2122) disclose a
common "moral background" of these declarations. They analyzed the Partnership on AI to Benefit
People and Society (a non-profit corporation consisting of the Big Five and some higher-education
institutions, civil rights groups, and other industry partners), The Montreal Declaration, The Toronto
Declaration, Open AI, as well as the FATML community and Axon’s AI Ethics Board for Public
Safety. They have found that their statements impose a universalist account of ethics as they all assume
that "the positive and negative impacts of AI are a matter of universal concern" and are to be "addressed
by objectively measuring those impacts" (ibid., p. 2126). This understanding tends to neglect
differences in how different social groups benefit or experience harm due to AI applications and
differences in how they (should) care. Next, while all of humanity is seen as the moral subject, moral
agency is ascribed to experts alone. The tools of declaring codes, setting up ethical boards, or hiring
ethical staff are strategies of expert oversights. The most noteworthy finding is what they call
"values-driven determinism", which implies several deterministic assumptions: First, AI is simply
presumed as ’coming’ (over us), and society is seen as something that needs to react to this
quasi-natural development. As AI is coming over us, we only have two options: a wild and unregulated
spread of these technologies or the ethical path of taming the per-se occurring development, that is
steering it to built better AI by ethical means (ibid., p. 2127). This assumption not only neglects human
and social agency within the development process, it also homogenizes AI as if it were a
straightforward thing. In reality, ’AI’ is an umbrella term for heterogeneous categories, e.g., specific
techniques, systems, software, knowledge, research fields, sociotechnical systems etc. Second, there is
an implicit tension between this deterministic view and the confession to a value-oriented design,
which actually implies that there are choices of how to design certain things including the choice to not
purse a certain business model. Third, the commitment to a value-driven design still often leads to focus
on the process alone as the place for ethical considerations. This, however, would only make sense if it
was reasonable to imply a design-determinism for the usage of technology – what has been proven
wrong many times (Ackerman 2000; Oudshoorn and Pinch 2003; Suchman 2007).

3.2 Practical and conceptual pitfalls

Given the different character of those who have declared ethical guidelines for AI, the convergence of
core principles (i.e., autonomy/accountability, non-maleficence, fairness, explicability/transparency,
and privacy; Jobin, Ienca, and Vayena 2019; Hagendorff 2020; Floridi et al. 2018) seems at first
remarkable. However, focusing on core principles for ethical AI reflects the mainstream approach in
medical and bioethics, so-called principlism (Beauchamp and Childress 2013), which emerged in the
late 1970s in response to "ethically dubious medical research" (Prem 2023, p. 3; Shea 2020).
Comparing principlism in medical and AI ethics, Mittelstadt (2019) argues that principlism can only be
effective in health care because it rests on a traditional professional identity and is backed up by a rather
strict regulatory framework. Medicine is guided by the common aim to prevent harm and do good, to
promote health, albeit definitions of health and how to pursue it might differ among experts and
professionals. AI development is not comparable in this regard. There are no well-established or
widely shared "norms of good practice" (ibid., p. 503) within software engineering, which is not a
formal profession but rather a heterogeneous field including various types of expertise, jobs, and
professional practices. Whereas public as well as private medical institutions operate within a clear
regulatory framework which protects patients and research participants from being merely subjected to
corporate interests, the field of AI deployment is mostly characterized by the absence of such
regulatory frameworks, despite some existing legal initiatives such as the GDPR (in force since 2016),
followed by the Digital Markets Act and the Digital Service Act (in force since 2022), as well as the
proposed AI Act within the EU.
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Moreover, because of the hierarchical structure of medical decision making, it is usually clear who
can be held accountable for what. The causal relation between, let’s say a doctor’s prescription of a
certain medicine, and the effect on the patient is rather straight forward. There is no comparable clear
picture in terms of agency, responsibility and causal effects in developing and operating AI software
or robotics. This is to a large part due to international division of labor and multi-agent development
paths (Mittelstadt 2019, p. 502; Sollie 2007; Gogoll et al. 2021), because the "profusion
of agents obscures the location of agency" (Thompson 2017, p. 32) in absence of strict hierarchies.
Another uncertainty factor is the open-endedness of AI enabled software: Many techniques, models or
tools can be used in various contexts and for various purposes, e.g., a classifier or scoring algorithm can
be used for personalized advertisement, credit-loaning, human-resource management etc. While many
design decisions will most likely have some sort of impact, it is not easy to tell which and how. The
picture complicates insofar AI systems are meant to continuously adapt their behavior in regard of
their contextual input, such as environmental data or users’ behavior. Consequently, it is a task of its
own to determine, (a) if a design decision holds ethical impact or not, if yes then (b) how design
choices might affect different groups, and finally (c) how to organize accountability for these choices
given the network of ’multi-hands’ involved (Nissenbaum 1994; Mittelstadt 2019, p. 503). While
medical practitioners can stem from their professional identity and their regulatory frameworks to
orient their actions and decisions, AI practitioners are left alone with little more than these declarations
of abstract principles. AI codes of conduct overlook the specifics of contexts of use and manufacture
(Prem 2023, p. 4) – like all codes do. But because AI codes are not better integrated, they must remain
ineffective. This gap between principles and practice (Hallensleben et al. 2020; Shneiderman 2020)
leaves too much room for arbitrary interpretations such as "cherry-picking Ethics" (randomly choosing
which set of values fits the given case), "risk of indifference" (choosing the code which best justifies
your own behavior), "ex-post orientation" (the focus on values only might draw attention away from
broader normative issues of contexts and ways of life), as well as "the desire for gut feeling" (deciding
on what your gut tells you in absent of any rationalizable decision making process, Gogoll et al. 2021,
pp. 1097–1098).

In consequence, AI codes have turned out to be rather toothless (McNamara, Smith, and Murphy
Hill 2018; Munn 2022; Popescu et al. 2016; Rességuier and Rodrigues 2020; Schwartz 2004). They
have also been criticized as Ethics-Washing (Wagner 2018; Yeung, Howes, and Pogrebna 2020; Bietti
2020), not only because some companies exploit the lack of hard regulations in their favor (Floridi
2021, p. 620), but also because as industrial initiatives they have been interpreted as immunizing
companies against public scrutiny. The superficial consensus on core principles overshadows political
and normative conflicts instead of opening them up to public debate (Mittelstadt 2019, p. 501).

4 Ethical design – enforcing the rules

AI codes were meant to orient designing, applying, and managing digital technologies in an ethical
way, thereby implying that dealing with AI-systems can be more or less ethical. Here, the word "ethics"
is used as an attribute to qualify something as morally acceptable or ’good’. The key question is what we
can reasonably attribute as good or ethical and how to achieve it. Traditionally, normative theories have
presupposed different aspects of human agency (within a political community) as decisive, for example
the virtuousness of a person, the goodness of the will or the consequences of an action. In Ethics of
Technology, it is common ground to focus on the ’morality of the technology’ either in terms of
qualifying the performance or outcome of a technological system as (non-)ethical or in terms of how
the performance or outcome of a technological system mediates human agency. This evaluation as
ethical appeals directly to the call to consider human values (Bynum 2018), which conceptually links
the declaration of core values in AI codes to the orientation towards these values in the development of
AI. I critically discuss three common approaches to do so.

4.1 Designing artificial moral agents

One strand of designing ethical AI presumes the aforementioned ’value-determinism’ as if the ethical
quality could be completely realized and fully ensured by the system’s design. In this view, AI agents can
(to some respect) function as artificial moral agents (Dignum 2019, p. 81). Wallach and Allen (2008)
classified three approaches to build such "Moral Machines": the top-down approach, the bottom-up
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approach, and hybrid approaches. The basic idea in the first is to implement ethical behavior into the
technical system by formalizing an ethical theory or principle. Bottom-up approaches strive to develop
AI-systems that "can learn from the environment or from a set of examples what is
ethically right and wrong" (Wong and Simon 2020, p. 3). Hybrid approaches combine strategies and
techniques from both. However, these attempts face various theoretical and technical limitations:
Top-down approaches presume that there could be one, and one only, adequate ethical theory for a
given problem/application sector. In reality, there is no uncontroversial ethical principle and no
universal ethical theory – what counts as ethical is always contestable and subject to the openness of
societal developments (Aristotle 2013; Moore 1996). Furthermore, it is a challenge in itself to specify
and formalize ethical theories so that they can be implemented as technical rules in AI-systems. In
consequence, top-down approaches inherit the risk of being built on inadequate or false foundations
(Wong and Simon 2020, p. 3). Bottom-up approaches "infer what is ethical from what is popular "
(ibid., p. 3) hereby confusing what is right with what the majority thinks. It is unclear how hybrid
approaches could overcome these challenges. Even more importantly, all three approaches lack ethical
justifications, which provide good reasons why some choices were made over others (Dignum 2019).
On top of these theoretical limitations, the technical limitation stems from the challenge to "effectively
discern ethical relevant from ethical irrelevant information among a multitude of information available
within a given context" (Wong and Simon 2020, p. 3), which again would then be in need of an ethical
justification.

In addition, ethical-political concerns relate to protecting human autonomy and keeping
responsibility manageable. In the case of artificial moral agents it would be unclear "who or what
should be responsible for wrongful decisions of autonomous AI '' (ibid., pp. 3–4). Additionally,
artificial moral agents could significantly undermine human autonomy because the decisions made by
them for us or about us will be beyond our control, thereby reducing our independence from external
influences" (ibid., pp. 3–4). As an alternative strategy, efforts are being made to leave humans in control
(Bryson and Theodorou 2019; Koulu 2020; Santoni de Sio and Hoven 2018). Here, AI is regarded
either as a product whose properties may be ethically relevant and/or AI is seen as an artificial agent
that mediates moral behavior of individuals and collectives (Verbeek 2005).

4.2 Designing mediating agents

A wide spread approach to respect values in design without presuming a straight value-determinism are
so-called Value-Sensitive-Design (VSD) frameworks, which emerged in the 1980s from information
system research (Friedman and Nissenbaum 1996; van der Hoven and Manders-Huits 2020). The basic
idea is that “a given technology is more suitable for certain activities and more readily supports certain
values while rendering other activities and values more difficult to realize'' (Friedman, Kahn, and
Borning 2002, p. 3). Because there is no deductive way to implement values in design requirements,
respecting values in design is challenging. They must be conceptualized and specified for each case.
This ’translation’ process is per se contestable as it involves multiple plausible interpretations
(Hallensleben et al. 2020; van de Poel 2013). Different heuristics in the literature of how to
systematically do so, agree that the best you can do is to explicate the value-relations and inferences and
to open these up for ethical deliberation. While VSD has proven to be a most promising approach for the
first aspect (explicating) it has been falling short in justifying the explicated interpretation choices
(Simon 2017, p. 226; Winkler and Spiekermann 2021, p. 18) as well as in ensuring that the process of
deliberation is legitimate (Dignum 2019, p. 85; Friedman, Harbers, et al. 2021). Critics of VSD have
therefore called to enhance the approach. First, the value-choices need to be connected to normative
theories to argue why certain values should be respected or not (Cenci and Cawthorne 2020;
Manders-Huits 2011), how they can be meaningfully specified in a given case, and how they should be
prioritized with regard to conflicting interests and value trade-offs (Hubig and Reidel 2003; Peylo et al.
2022). Second, VSD has traditionally been limited to an analysis of the designers involved in technology
development and their guiding ideas and implementations. As a consequence, there was little reflection
and justification about the selected stakeholders and respectively identified values (Winkler and
Spiekermann 2021, p. 19). To prevent this, it is important to include all involved and all affected
people, which means linking the task of value-oriented design to the task of deciding which values to
respect; starting with the questions whose values and traditions are meant to be respected and why (Fox
et al. 2017; Irani et al. 2010; Jacobs et al. 2021; Mainsah and Morrison 2014; van Norren 2023;
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Wynsberghe 2013). Third, professional agency, hence responsibility, needs to be
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organized and enacted as it does not evolve ’naturally’ out of what individual agents do in widely
distributed actor-networks for software engineering. Here, it is crucial to sort out who should be
responsible for what scope and decisions. Within a company, the strategic management most likely
decides whether or not to pursue a certain business model and in which way while the development
team will most likely have "some leeway in deciding how to exactly develop the product" (Gogoll et al.
2021, p. 1087). Fourth, the development of AI is particularly subject to a multitude of uncertainties,
even beyond the user and multi-agent development trajectories, due to specific AI-features such as their
context-sensitivity and continuous model adaption (Muschalik et al. 2022; Shaheen et al. 2022; van de
Poel 2020). Because of that, we should prepare for the fallibility of our today’s decisions and regard our
ethical assessment as provisional (Campbell 2006; Hubig 2007) that might become in need of a
reassessment in the future (Rahwan 2018).

While the VSD-approach can be optimized in these three regards, it can only be as valuable as the
circumstances allow. What we can learn from the Mittelstadt (2019)’s comparison with the field of
health care is that without a professional self-image and a clear regulatory framework, ethical
self-regulation remains arbitrary and subject to existing power relations.

4.3 Hiring ethics staff

The VSD approaches (or familiar heuristics such as participatory design, responsible research and
innovation) are well-known in academic contexts, but less so beyond (ibid., p. 504). In commercial
settings, ethics come at a cost (time, engagement, restrictions, etc.). Accordingly, "it cannot be
assumed that value-conscious frameworks will be meaningfully implemented in commercial processes
that value efficiency, speed and profit" (ibid., p. 504). Metcalf, Moss, and Boyd (2019) explore
practices and structures of corporate ’doing ethics’ in Silicon Valley. In doing so, they draw attention to
the fact that the tech industry itself plays a decisive role in shaping the notion of what ethics is, can, and
should be by creating positions for ethicists. There is no explicit definition nor consensus of what ethics
is supposed to be, how it works, and where it is located in these corporate organizations, but there is a
common negative denominator: ethics workers are not hired out of a sense of duty or a calling to do
good but to prevent worse: a bad reputation, tougher legal sanctions, or regulation (ibid., p. 459).

Metcalf, Moss, and Boyd (ibid.) link this ’negative’ understanding of ethics to Silicon Valley’s moral
background, which is built from three fundamental norms: meritocracy, technological solutionism, and
market fundamentalism. In a meritocracy power is earned and legitimized by individual achievements
based on individual abilities and does not stem from social or other capital, such as traditions or
collaborations. Silicon Valley’s expression of this cultural self-image is the announcement to hire and
train only the best, resulting in an elitist community of high performers. Consequently, the tech industry
wants to solve every problem by itself, neglecting outside criticism or help (ibid., p. 462). This
self-image resonates with the neoliberal self (Bhatia and Priya 2018; Davidson 2011; Rose 1996) and
makes it hard to locate responsibility other than as an individual task, as it tends to ignore structural
conditions. It also fails to appreciate the diversity of different challenges, which is connected to the
second norm, technological solutionism. Technological solutionism presumes that all thinkable problems
can be solved by technology. This idea presupposes that ethical products are in general feasible, hence
the possibility to engineer for the social good. It also implies that ethical challenges derive from
imperfect technical problem solving, and can somehow be repaired or debugged, they can even "be
’solved’ once and for all" (Metcalf, Moss, and boyd 2019, p. 463).

The third identified norm, market fundamentalism, indicates that everything imaginable and
doable is bound to the limits of the idea of a free market. Thus, ethical tools are not to interfere with
companies' “bottom lines”: Employees cannot act against or outside the corporate rules of the game.
Their efforts can only be as good as the respective political-economic and corporate-cultural framework
allows. Given the competitive nature of most companies' behavior, there is no exchange of best practice
or failures among the AI industry. As there is practically no option for smaller companies to set up their
own ethical tools, they are going to adopt techniques developed by Big Tech. Caught in this framework,
ethical reflection loses its critical sting. Instead of pointing to alternative possibilities, ethics turns into
the opposite, it promotes the status quo of entrepreneurial action.
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7
5 Ethical boards – rule compliance checking

Over the last two decades, many highly prolific companies have also set up ethical advisory boards for
numerous concerns. Audits and boards are institutionalized ways of reviewing whether or not given
rules are being followed. They can be set-up internally or brought in as external bodies (Raji et al.
2020, p. 35). Among the many prominent ones, Meta’s Oversight Board is a telling example, active
since 2020 and set-up to review content moderation decisions. Many contentious cases are sparked by
the conflict between the right to free speech and the protection of human rights or personal rights (e.g.,
hate speech). There is also the problem of political manipulation sparked by misinformation such as
doctored videos of public figures or other fake news (Klonick 2020; Neuvonen and Sirkkunen 2022).
Posts are generally regulated by Meta’s community rules which are being enforced by both machines
and people. The Board is a meta-institution to control the rule-following. It can be seen as a regulatory
intermediary (Medzini and Levi-Faur 2023) as it is meant to include outside opinions but was still
set-up by the company itself. After announcing its formation, the company consulted with numerous
different stakeholders on how to put the board together. The result is a group of 40 external experts,
mainly with scientific, legal or activist backgrounds.

Although the board is financially independent from Meta, critics still question examples of such
enhanced governance regimes for structural reasons. When board members hold contractual
relationships with the company, a power asymmetry is created that questions the boards structural
independence, e.g., "it is unclear whether Facebook’s competitors can sign contracts with the board"
(ibid., p. 19). Some argue, the accountability of these boards refer back to the accountability of their
initiator. Namely, Mark Zuckerberg had drawn scepticism in this regard in the wake of the Cambridge
Analytica scandal because he had "declined to testify in the United Kingdom and Canada, despite
subpoenas" (Tworek 2019, p. 98). Moreover, the Board’s work added to draw all attention towards the
issue of moderating online content, with this obscuring other concerns, e.g., a public debate on how
Meta develops its Newsfeed algorithms or ethically assessing personalized content and advertisements
(Bietti 2020, p. 215). Critics point out that with its existence, Meta has found an effective way of
immunizing the company against other forms of inquiry and public or third party investigations, or
regulations.

In the end, industrial initiatives cannot overcome their asymmetric power structure on their own.
Ethics as self-governance can only add to a sophisticated ethical reflection on the benefits, harms, and
power of new technologies if linked with other regulatory measures.

6 Ethics as deliberation – How to curate the digital transformation?

Establishing ethical boards, issuing codes of conduct, or hiring ethicists is a "double-edged sword"
(Bietti 2023). On the one hand, it indicates (at least to a certain degree) awareness of ethical issues,
acknowledges the importance of moral concerns for the company's goals, and shows a certain
willingness to face societal challenges and public criticism. But insofar as these corporate attempts
serve as a means to pursue the companies’ very own interests – and not the common good – they
hereby simplify "the value of ethical work" (Bietti 2020, p. 210). Bietti (ibid.) takes a plea for a more
substantive view of moral philosophy as a distinctive mode of inquiry into given practices, norms,
situations, intuitions, or individual behavior and calls for dialogues on its moral quality in light of the
complex reality constituted by legal, political, and economic structures. Moral philosophy is
sometimes criticized as being too abstract and far away from real-world problems. However, it can
also be seen as an offer to think slowly(er) and step back from short-headed decisions and pragmatic
pressures (ibid., p. 213). In this spirit, I conclude with a systematization of current suggestions of how
to turn from checklist-ethics to more procedural, reflective, and substantive practices.

Ethics should be understood as an art of deliberation and reflection. Ethical challenges call for
normative considerations and are not solvable by technical means only. They should neither be solely
conceptualized as individual failures or as collective failures, but as something that can and needs to
be addressed on an organizational (Mittelstadt 2019, p. 505) and structural as well as on an individual
level (Gogoll et al. 2021).
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On the individual level, ethical deliberation and reflection is not something you can execute at the
push of a button. Rather, there is a need to cultivate a rational habit "at the base of the development"
(Gogoll et al. 2021). For example, engineers need to feel entitled and obliged to "be value-sensitive"
(ibid., p. 1102). But they also need to find their practices situated within proper structural conditions
that allow and give space for valuable ethical practices, so they don’t face a personal tragedy like many
whistleblowers did (Davis 1996; Hunt and Ferrario 2022). Many design decisions will potentially be
ethically relevant without the optimal solution being clear, meaning that ethically correct assessments
must be made for each specific case. Only cultivating "a way of dealing with normative matters" (Gogoll
et al. 2021, p. 1101) will empower individuals in uncertain situations.

There are many unresolved points in the heterogeneous field of AI today and a major task would be
to (re-)negotiate agency: Who is effectively making the design decisions on what terms and grounds?
Whose voices are included in the interpretation of ethical values? Who is authorized to declare what
rules to follow, for whom, and with what force? Who should be held accountable for the
software-design? How can users or other affected people hold the responsible actors accountable?
Depending on the potential impacts, design decisions should be opened up for all relevant stakeholders,
e.g., via participatory design methods. At least, they must be justifiable (Dignum 2019, p. 82). For high
risk applications they should be subject to public scrutiny and they should include the possibility to
re-assess them later on.

Enhancing VSD approaches, values could be understood as hypotheses, which highlights that
their interpretation has to be tested within a given situation. Respectively, design situations can be
better understood against different ’storied’ understandings of values: These cannot only be translated
into statements but should be illustrated in stories to make sense of problematic, uncertain design
situations (JafariNaimi, Nathan, and Hargraves 2015). To do so, interdisciplinary research teams
(Lepri et al. 2018) seem helpful to bring in different perspectives. Last but not least, there is a call to
engage in public discourse, because this is where the ends, benefits, harms, and risk of AI should be
evaluated in a more general sense: What do we wish to use some concrete possibility x for? Do we
need these new technologies at all? Which problems can they help to solve, how and at what cost?

As the discussion above has shown, ethical practices can only be as good as their circumstances
allow. Much of today’s concerns are caused by the state-like power of US Big Tech companies or
China’s corporate-state AI alliance. Many voices are calling for clearer and stricter regulation (Bietti
2023; Farthing and Sooriyakumaran 2021; Hildebrandt 2015; Ma 2021) not only to balance the
economic dominance of a few players but also to provide further orientation on how to categorize and
understand what we are dealing with in the field of AI. The EU’s risk categorization of applications
points in the right direction, but there are still many unanswered questions to be resolved resulting from
AI’s open-endedness, multi-agent development paths, and other sources of uncertainty. The
comparison to medical ethics can serve as a blueprint for integrating some of the ethical initiatives. In
analogy to the risk-categorization of AI, there could be a risk-categorization of developing different
AI-components, e.g., partly professionalizing software engineering equivalent to other "high-risk
professions" (Mittelstadt 2019, p. 505). Some argue for licensing the work of building software for the
public sector, e.g., face recognition systems for policing and alike.

A key advantage of different types of industrial self-regulation is time. This governance form
allows it to react more timely and flexible, thereby granting (some) users’ appeals (Floridi 2021) without
putting too much restriction on still emerging markets. However, we might consider other types of
leveling the time asymmetry between technological innovation and societal understanding. For
instance, van de Poel (2016, p. 684) suggests to frame the introduction of new technologies as social
experiments, hereby acknowledging that we can "only experimentally and gradually find out some of
the social consequences of these technologies". This would mean intentionally setting up provisional
rules, space and time to try-out if and how different people and groups can, want, or should adapt to
new technical possibilities on what costs. Within such a space for testing and understanding new
potentials of AI, society could profit from ethical reflection and deliberation as an art to think slower
than companies run for innovation. In this form, ethics could add to a real democratic governance of AI.
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